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Motivated by fundamental molecular physics and by atmospheric and planetary sciences, the valence excitations
of N2 gas have seen several decades of intensive study, especially by electron-energy-loss spectroscopy (EELS). It
was consequently surprising when a comparison of nonresonant inelastic x-ray scattering (NIXS) and nonresonant
EELS found strong evidence for violations of the first Born approximation for EELS when leaving the dipole
scattering limit. Here we reassess the relative strengths of the constituent resonances of the lowest-energy
excitations of N2, encompassed by the so-called Lyman-Birge-Hopfield (LBH) band, expanding on the prior,
qualitative interpretation of the NIXS results for N2 by both quantifying the generalized oscillator strength of the
lowest-energy excitations and also presenting a time-dependent density functional theory (TDDFT) calculation
of the q dependence of the entire low-energy electronic excitation spectrum. At high q, we find that the LBH band
has an unexpectedly large contribution from the octupolar w 1�u resonance exactly in the regime where theory
and EELS experiment for the presumed-dominant a 1�g resonance have previously had substantial disagreement,
and also where the EELS results must now be expected to show violations of the Born approximation. After
correcting for this contamination, the a 1�g generalized oscillator strength from the NIXS results is in good
agreement with prior theory. The NIXS spectra, over their entire q range, also find satisfactory agreement with
the TDDFT calculations for both bound and continuum excitations.
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I. INTRODUCTION

The excited-state electronic structure of atomic, molecular,
and condensed phases necessarily includes states with a great
diversity of local symmetries, including states that are not
coupled to the ground state by electric dipole transitions.
Unfortunately, photon absorption measurements are typically
constrained by the dipole selection rule (�l = 1). Photon ab-
sorption studies therefore give an incomplete characterization
of the excited-state electronic structure. For many systems,
particularly those of high symmetry, a range of selection rules
need be accessed to fully characterize and understand the
system.

In contrast, nonresonant inelastic x-ray scattering (NIXS)
is an emergent technique for understanding local electronic
structure [1–21] exhibiting more flexibility in transition selec-
tion rules, and hence sensitivity to a more diverse set of final
states. The double-differential cross section (DDCS) for NIXS
is

d2σ

d�dω
=

(
dσ

d�

)
Th

S(q,ω), (1)

where

S(q,ω) =
∑
f

|〈uf |eiq·r|ui〉|2δ(Ef − Ei − h̄ω) (2)
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is known as the dynamic structure factor and (dσ/d�)Th is
the Thomson cross section. In Eqs. (1) and (2), h̄q and h̄ω

are the momentum and energy transfers, ui and uf refer to
the initial and final quasiparticle states, respectively, and Ei

and Ef are their energies. NIXS has primarily been applied
to condensed phase systems, but recent work has shown its
applicability to atomic and molecular systems. This was seen
in the preliminary, instrument-driven work of Minzer et al., on
two-electron excitations in He [22], in the very careful study of
the 1s → 2s and 1s → 2p excitation in He by Xie et al. [23],
and in the study of the valence-level, localized excitations of
N2 by Bradley et al. [1].

As with traditional x-ray absorption spectroscopies, NIXS
results are most valuable in conjunction with appropriate
theoretical treatment. This has been demonstrated in weakly
correlated condensed phase systems with the use of multiple
scattering [24–26] and density functional [27,28] techniques,
and in strongly correlated systems with the application of
atomic multiplet theory [3,29] and density functional methods
[30]. New theoretical treatments of molecular systems at a
reasonable computational cost are very valuable, and they
can now be directly compared against the comprehensive
interrogation of electronic structure provided by NIXS. In this
work we present such a comparison, using a time-dependent
density functional theory (TDDFT) treatment. We predict the
electronic structure of gas phase N2 and use the predictions to
analyze the NIXS results first reported by Bradley et al. [1].
This pairing of theory and experiment for molecular systems
is shown to provide key insights in the case of N2, correcting
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prior ambiguities about symmetries of the bound excited states
and demonstrating improved agreement between theory and
experiment in the limit of high-momentum transfer.

In particular, we use the measurements (by both EELS and
NIXS) from Bradley et al. [1] together with new TDDFT
calculations, all presented in absolute units, to quantitatively
investigate the Lyman-Birge-Hopfield (LBH) resonance band
of N2 as a function of momentum transfer. The LBH band
includes the three lowest-energy singlet electronic excitations
of N2 and has seen decades of study [31–46]. The properties
of the LBH band have been pursued both for fundamental
reasons and also because of their importance for atmospheric
electricity and optical emission for the Earth and the moons Ti-
tan and Triton [31,47–49]. The high-energy, i.e., nonresonant
excitation of the LBH band has been used as a testing ground
for electronic structure theory [35,50,51] and as a bench-
mark standard for comparison across numerous q-dependent
nonresonant EELS spectrometers constructed for gas-phase
studies [32,36,41,52], starting with the earliest measurements
of Lassettre [40]. Here, we revisit the nonresonant excitation
of the LBH band. We find two important details that have not
previously been discussed. Specifically, prior determinations
of the high-q generalized oscillator strength (GOS) of the main
a 1�g contributor to the LBH band have been contaminated
with significant weight from the neighboring w 1�u resonance,
and have also been outside of the first Born approximation, i.e.,
have been in a kinematic regime where the EELS analogy to
Eq. (1) does not hold, contrary to the assumptions built into
theoretical treatment of these spectra [50].

The conclusions regarding the w 1�u resonance are moti-
vated by the experimental q dependence of the line shape and
central location of the LBH band, along with the q dependence
of the extracted GOS from the NIXS and EELS experiments
and TDDFT calculations. Our ab initio calculations agree
well with experiments despite the difficulties posed by the
highly correlated electrons in the N-N triple bond. Our
experimental and theoretical results also suggest an important
path forward. Improved energy resolution (i.e., ∼30 meV
resolution) NIXS studies would allow measurements to resolve
vibrational excitations, yielding a new spectroscopic approach
to molecular electronic structure and bonding, both in the
ground and the excited states. Given the applicability of
Eq. (1) for nonresonant inelastic x-ray scattering, NIXS
may become a preferred experimental testing ground for
excited-state electronic properties in atomic and molecular
systems [1,17,18].

The paper continues as follows. First, in Sec. II, we
summarize experimental methods. This section emphasizes
the treatment of the NIXS and EELS results of Bradley et al.
[1] for absolute normalization of S(q,ω) and determination
of the q-dependent GOS of the LBH band. One general
point that arises in this section is the complete statistical
independence of sources of systematic error in the respective
NIXS and EELS studies. Second, in Sec. III, we summarize
theoretical methods. This includes an outline of the steps taken
to implement the TDDFT formalism in the energy regimes of
both bound excitations and the continuum for N2, in addition
to commenting on methods for extracting the GOS for the
different resonances that make up the LBH band. In Sec. IV we
present and compare our experimental and theoretical results.

We compare NIXS, EELS, and TDDFT in terms of S(q,ω)
and GOS. We discuss and explain previously unreported q
dependence of the line shape and central location of the LBH
band at ∼1 eV resolution. Finally, in Sec. V we conclude and
give our outlook for the future developments and applications
of the presented methodology.

II. EXPERIMENTAL METHODS

Part of the NIXS and EELS results used in this work
were first reported elsewhere [1]. The experimental details
to be presented here are the normalizations of the NIXS and
EELS results to obtain S(q,ω) in absolute units, together with
the consequent determination and uncertainty estimates
for the q-dependent GOS. Following the practice of prior work
in the field [53], S(q,ω) for both the NIXS and EELS data were
placed into units of eV−1.

For NIXS, the spectra were placed into absolute units by
application of the Bethe f-sum rule [53]. In our notation and
in atomic units, this rule states that

N = 2

q2

∫ ∞

0
ωS(q,ω)dω, (3)

where N is the number of electrons in the system probed (for
N2, N = 14). Equation (1) can be solved to give S(q,ω) in terms
of the NIXS DDCS, so the process of placing the spectra into
real units is tantamount to integration of a measured quantity.
Namely, the measured spectra were rescaled to enforce

N = 2

q2

∫ ∞

0
ω

(
dσ

d�

)−1

Th

d2σ

d�dω
. (4)

Because of the sum rule, Eq. (3) provides a unitless way to
determine the strength of the excitation character of a given
spectral feature. This metric is called the GOS, and for an
excitation isolated in the energy range between ω1 and ω2 it is

GOS(q) = 2

q2

∫ ω2

ω1

ωS(q,ω)dω. (5)

In practice, because of overlapping spectral features, GOS
is typically determined by fitting the dynamic structure factor
by, e.g., Gaussians and integrating the fitted function. While the
1/q2 dependence can mask subtle spectral deviations between
theory and experiment at high-momentum transfer, we will
use GOS here to make best contact with prior work of the
gas-phase EELS community.

We now discuss the implementation of Eq. (3) with
experimental data. A typical wide energy range NIXS scan is
presented in Fig. 1. A systematic, weak background—linear in
incident energy—was determined by a measurement with the
sample removed from the path of the beam. The background
was then removed by fitting a linear function between such
scans [taken at energies below and above the region of interest
(see Fig. 1)] and subtracting the result from the data. The
data were shifted to units of energy loss, rather than incident
photon energy, using the position of the elastic peak [2,54,55].
At highest energy, where S(q,ω) is very small, statistical
fluctuations in the background numerically destabilize the
integral in Eq. (3), so the high-energy tails of the spectra
were fit to a smoothly decaying functional form (1/ω3; see
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FIG. 1. (Color online) A NIXS scan for N2 gas over a wide energy
range (shaded). The fit to the instrumental background is shown
(dashed), which is derived from high- and low-energy scans with the
sample chamber removed and only He at 1 atmosphere in the beam
path (thick lines). A mock elastic-scattering response is included for
visual orientation. The inset shows the high-energy tail of the same
data, and it displays the fit at high energy (thick line, shaded) that is
used to stabilize the f-sum normalization integral.

Fig. 1, inset). At high-energy loss, these forms were used in
the integral in place of the data.

The final errors in the overall NIXS spectral normalization
to absolute units are 10%. The main contributors to this
error schedule are as follows. The reliability of corrections
for the energy dependence of the incident-beam monitors
provides 3.5%. Corrections for the weak background provide
an additional 5.5% error, determined by variation of the
background fitting procedure. The use of a fixed-detector
geometry requires that q is a weak function of incident
energy, thus complicating application of the Bethe f-sum rule.
Comparing single analyzer spectra with spectra interpolated
between detectors in order to fix q indicates an error of 4.0%,
peaked at higher q analyzers. An additional 6.5% error comes
from uncertainties in the shape of the very high-energy tail of
the Compton scattering profile, determined by performing the
integral with and without the smooth high-energy fit. We find
that these errors are largely uncorrelated, and consequently
add them in quadrature to reach the final error estimate for
spectra at each q.

Absolute electron-energy-loss spectra DDCSs were ob-
tained by normalizing the measured elastic-scattering peak
intensity to the published N2 elastic electron-scattering cross
section [56] at each scattering angle. The spectra being
analyzed here for the LBH GOS are again the same as from
Bradley et al. [1]. The EELS S(q,ω) was then derived by
inverting

(
d2σ

d�dω

)
EELS

=
(

dσ

d�

)
Ru

S(q,ω), (6)

subject to the known Rutherford cross section, (dσ/d�)Ru.
This relation holds when the scattering follows the Born ap-
proximation. While this was shown to be invalid at moderate-
to high-momentum transfer [1], removal of the Rutherford
cross section to reach an effective S(q,ω) allows for a
quantitative comparison with NIXS and theory.

Determination of the LBH GOS inherits the normalization
uncertainty discussed above, but also at low q, the tail of
the elastic-scattering peak overlaps the LBH feature. The
fitting and removal of this feature, along with the removal
of the dipole-allowed resonances at ∼13 eV, create additional
uncertainty.

Final uncertainties in the NIXS LBH GOS estimate range
from 12% to 20% (from high to low q, respectively), and
are included in the presentation of the data (see Figs. 6 and
7, as discussed in Sec. IV, below). It is important to note
that the normalizations to absolute units for NIXS (using the
f-sum rule) and the EELS (using normalization to accepted
standard values of the elastic-scattering cross section) are fully
independent. Consequently, the NIXS and EELS techniques
have strongly independent systematic errors regarding both
instrumentation and data analysis.

III. THEORETICAL METHODS

Theoretical dynamic structure factor and GOS curves for
the valence excitations of N2 were calculated using TDDFT
which has provided widely used computational methods for
simulating excited-state properties, such as the dielectric
response, of materials [57]. It has become very popular due
to its high accuracy versus computational efficiency. In this
work we employed the real-space computer code OCTOPUS [58]
and its recently developed feature for calculating the dynamic
structure factor within TDDFT [59]. The GOS curves for LBH-
related transitions were calculated using Casida’s equation that
provides transition energies as a solution to a matrix equation
that couples the different single-electron excitations [60].
The generalized oscillator strengths are calculated from the
eigenvectors of Casida’s equation.

The above method is efficient for simulating bound-to-
bound transitions in small molecules, but at a wider energy
range the inelastic x-ray scattering (IXS) spectra were cal-
culated using an alternative TDDFT scheme, namely, the
time-propagation method [61]. In this approach the electronic
structure of the molecule is evolved in time under the influence
of an external field Vext(r,t) = I0e

iq·rδ(t), and the induced
fluctuations of charge density describe the response of the
system to this perturbation. The IXS spectrum is obtained by
Fourier transformation of the induced charge density [59].

The experimental N-N bond length of 1.098 Å was used
in our calculations. Norm-conserving Troullier-Martins
pseudopotentials were employed, and exchange and
correlation were included within adiabatic local-density
approximation (ALDA). For calculating the GOS curves, 60
unoccupied electronic states were used. The real-space grid
was spherically shaped with a radius of 8.0 Å and the uniform
spacing between grid points was 0.18 Å. Additionally, in the
time-propagation calculations, to simulate excitations above
ionization threshold, an absorbing layer of width 5.0 Å was
added to the grid. The layer removes part of the excited
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electrons from the system and thus simulates ionization [62].
The time evolution was followed for 7 h̄/eV and the resulting
spectra were convoluted by Gaussian line shape (using the
experimental resolution of 1 eV).

IV. RESULTS AND DISCUSSION

In Fig. 2, we present a key result of this paper: the compar-
ison between S(q,ω) as derived from NIXS, EELS, and time-
dependent local-density approximation (TDLDA) (TDDFT
within ALDA) calculations, each presented in absolute units.
TDLDA correctly predicts the features in the experimental
spectra, and moreover exhibits sharp decay in all features
for q above ∼3 a.u., displaying agreement with the NIXS
results but not with the EELS results. In general, TDLDA is an
excellent predictor of S(q,ω) derived from bound-state final
states (energy loss <15 eV). The general shape and structure
of the continuum excitations are also well predicted. At higher
energy loss, near to the binding energy of the N 2s electrons,
the sharpness and relative intensity of the predicted S(q,ω) at
high q is clearly overestimated. This is at least partly due to
the fact that the calculation neglects the finite lifetime of the
electronic excitations, as well as the effects from ion dynamics,
i.e., vibrational broadening and the possible nonradiative decay
through photodissociation. Also, the spurious self-interaction
is known to obscure the TDLDA calculation of core-electron
excitations due to their highly localized nature [63] and
possibly the pronounced (2sσ → LUMO) excitation exposes a
similar problem here (LUMO stands for lowest unoccupied
molecular orbital). The full analysis of the discrepancy
between the experiment and calculation in this energy regime
is an interesting topic for further work.

In Fig. 3, we focus on the valence-level excitation spectrum
of N2 at a single momentum transfer—low enough that the
agreement between EELS and NIXS is still good over large
parts of the energy-loss range [1]. Final states are identified by
their accepted symmetry designations, and both nonresonant
electron (for the present range of experimental parameters)
and photon scattering are sensitive only to transitions to
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FIG. 2. (Color online) S(q,ω) of gaseous N2 derived from NIXS
(thick line) spectra, EELS (dotted line) spectra, and as predicted by
TDLDA (thin line). Spectra are offset for presentation, but otherwise
NIXS and TDLDA are normalized to eV−1, as are EELS data, insofar
as Eq. (1) holds for the EELS results at a given q.

FIG. 3. (Color online) NIXS (thin line through points) and EELS
(thick solid line) valence excitation spectra of N2 gas at a single
momentum transfer. Known features are labeled by their symmetry
designations, and the first ionization energy (Eion) is indicated as
well. The Lyman-Birge-Hopfield band centered at ∼9 eV may contain
contributions from the presumed-dominant a 1�g (E = 9.3 eV), the
w 1�u (E = 9.8 eV), and the a′ 1

∑−
u (E = 10.2 eV). EELS data is

broadened to match NIXS energy resolution.

singlet final states. Electron-scattering measurements, both
nonresonant and resonant, of the dipole-forbidden excitation
feature(s) at ∼9 eV have a long history [31–46,64], making
this feature an obvious point of comparison for the gas phase
NIXS and EELS.

Low incident energy EELS studies, where the scattering
dynamics have long been known to be complex and the energy
resolution is frequently high enough to resolve even vibrational
sublevels, have carefully addressed the existence of several
final states (a 1�g , a′ 1 ∑−

u , w 1�u) in the energy range of the
LBH band (∼7–10.5 eV) [34,37,38,45,47]. However, studies
with higher-energy incident electrons, which typically have
much poorer energy resolution, have tended to downplay or
ignore possible contributions to the measured spectra and
the GOS due to the w 1�u and a′ 1 ∑−

u final states; many
such studies have instead identified this feature solely with
the a 1�g final state or simply referred to it as the “LBH
band,” with no attempt to separate the contribution from the
various resonances [36,41,42,44]. Given the complications to
electron scattering at high-momentum transfer, q-dependent
NIXS provides a new capability for such a separation, the
details of which we now discuss.

The dependence of S(q,ω) (and hence GOS) on the
relevant selection rule for a bound-state excitation follows
from expanding the exponential operator of Eq. (2) in spherical
harmonics. Performing a directional average appropriate for
disordered, polycrystalline or gaseous samples [65], the
experimental quantity of interest, S(q,ω), is seen to depend
only on the length of the momentum-transfer vector q,

S(q,ω) =
∑
f

∣∣∣∣∣
∑
l,m

4πil〈uf |jl(qr)Ylm(r̂)|ui〉
∣∣∣∣∣
2

δ(Ef −Ei −h̄ω).

(7)
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The q dependence is entirely in the spherical Bessel
function. Since jl(qr) → 0 at order (qr)l as qr → 0, we
can make the following general statements: At low q, S(q,ω)
shows dipole-allowed transitions (and any monopole transition
intensity that survives the integral after imposing ground-state
orbital orthogonality [65]). As q grows, these transitions
fade away, and quadrupole transitions dominate S(q,ω). As
q continues to grow, this process repeats at higher and
higher multipoles: quadrupole transitions fading and octupole
transitions rising, and so on [65,66].

We can discuss the a 1�g , a′ 1 ∑−
u , and w 1�u resonances

in the context of such selection rules: a 1�g is dipole forbidden
and quadrupole allowed, since in terms of single-electron
orbitals it involves transitions from 3sσg to 2pπg , and both
initial and final states are of even parity. The a′ 1 ∑−

u and
w 1�u features both involve transitions between 2pπu and
2pπg single-electron orbitals, and p → p transitions are
dipole forbidden [67]. For quadrupole transitions, initial and
final states must have the same parity, implying that the
a′ 1 ∑−

u and w 1�u are to lowest order octupole allowed.
Therefore, we expect a 1�g to be visible at moderate q,
giving way to w 1�u and a′ 1 ∑−

u as q grows. These three
electronic excitations have significant vibrational structure
but their centroids are expected to be in the vicinity of 9.3,
9.8, and 10.2 eV, respectively [38,68]. Given the vibrational

FIG. 4. (Color online) A fine detail view of the NIXS and EELS
LBH features. The EELS data is broadened to match NIXS energy
resolution, and then multiplicatively scaled to match NIXS intensity.
Both data sets are presented without removal of the low-energy tails
from transitions at 13–15 eV. Removal of these features introduces
uncertainty in the LBH feature shape, but negligibly affects the LBH
peak locations. The dependence of LBH line shape and peak location
on q is direct evidence for contribution from not only the a 1�g but
also the w1�u resonance. Momentum transfers listed are in atomic
units.

broadening of the features and the width of the NIXS and
EELS energy response functions, the selection rules would be
visible as changes in the height and energy of a broad feature
at ∼9.5 eV.

In Fig. 4, we present an enlarged view of the q dependence
of this spectral region in the EELS and NIXS results. These
data immediately motivate our central observation: both the
line shape and the central energy of this feature evolve strongly
with increasing q. Surveying prior work at sufficiently high
q [31–46,64], this has not previously been noted; in fact, very
few presentations of raw spectra [as opposed to integrated
GOS(q) summaries] appear in the literature. Complications
in the q dependence of the vibrational structure (e.g., failure
of the Franck-Condon approximation) are possible, but the
observed line-shape evolution is more likely due to a strong
contribution from the octupole-allowed w 1�u state; this state
would become measurable as the (quadrupole-allowed only)
a 1�g state weakens at sufficiently high q.

The w 1�u hypothesis is strongly supported by our calcu-
lations. In Fig. 5 we present a comparison between measured
(NIXS) and predicted (TDLDA) S(q,ω) for N2 in the LBH
energy range. Note again the use of absolute units for all results
presented. The calculation was performed for purely electronic
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FIG. 5. (Color online) Comparison of NIXS results and TDLDA
predictions for the excitation spectrum in the LBH region of N2.
Results of fitting the LBH band with the combination of a 1�g and
w 1�u features at selected momentum transfers. The measured data
are in red boxes. Spectra are offset for clarity.
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transitions (i.e., ignoring vibrational effects) and the result
demonstrates the importance of at least two electronic-state
resonances with different selection rules in this energy range.
We also fit the NIXS data for the three possible spectral
features in this energy range (a 1�g ,w 1�u, and a′ 1 ∑−

u ),
including the partitioning into vibrational levels as determined
by Franck-Condon factors in the literature [38]. The feature
at 13 eV and the tail of the elastic peak were included in the
fitting procedure. In fitting to the experimental data, including
the a′ 1 ∑−

u resonance gives little weight to this spectroscopic
feature [34]. Based on this fact, on the energies derived from
the fitting procedure, and on the q dependence, we identify
two underlying features: the a 1�g and w 1�u resonances. The
negligible intensity of the a′ 1 ∑−

u resonance is also expected
from the symmetry properties of the involved electronic states
as described elsewhere [69], and although the TDDFT does
not provide its excitation energy correctly, the calculated
GOS for this feature is correctly zero. Also, in Fig. 5, we
present the decomposition of the observed LBH band into
these resonances for some characteristic q values. Overall,
the agreement between the TDLDA calculations and the full
range of observed valence-level excitations is impressive, and
suggests that this method may have broad applications in
molecular spectroscopy [59].

The spectral response S(q,ω) can be turned into GOS
and reported as a function of q, as discussed in terms of
Eq. (5). The GOS quantity is the most often quoted experi-
mental benchmark for EELS investigations into bound-state
resonances such as the LBH. In Fig. 6, the GOS results for
the resonances in the LBH band, as measured by NIXS and
EELS, are reported and compared to earlier EELS studies.
Because earlier work reported the integrated GOS of the entire
9 eV spectral feature [19,24,25,27], rather than breaking it into
a 1�g , w 1�u, and a′ 1 ∑−

u components, the GOS of the total
LBH band is similarly used for comparison of NIXS to prior
EELS studies in Figs. 6(a) and 6(b). The agreement between

FIG. 6. (Color online) Generalized oscillator strength (GOS) as a
function of momentum transfer. (a) and (b) compare NIXS and EELS
LBH GOS results to previous EELS experiments.

FIG. 7. (Color online) Generalized oscillator strength (GOS) as
a function of momentum transfer. (a) shows the decomposition of
the total LBH band into its two dominant electronic excitations,
a 1�g and w 1�u. (b) compares these results with previous theoretical
calculations of the a 1�g feature alone, made using the Born
approximation. (c) compares the decomposed experimental GOS
curves with the two features predicted in the current TDLDA
calculation.

NIXS and current and prior EELS work is good up to q ∼
3 a.u., where violations of the Born approximation begin to
drive the EELS-derived GOS much higher, as is shown in the
inset.

In Fig. 7(a), the GOS of a 1�g and w 1�u are plotted
separately as a function of momentum transfer. In Fig. 7(b),
NIXS results are compared to previous calculations of the LBH
GOS. Note that the calculation of Giannerini et al. [50] predicts
a sharp drop-off in GOS at high q [where log10(q2) ∼ 0.5,
or q ∼ 1.8 a.u.]. This prediction is in stark contrast to all
previous EELS measurements, and also disagrees with the
NIXS measurement of the GOS of the integrated LBH band.
However, upon decomposition of the LBH band into a 1�g and
w 1�u contributions, the likely explanation is evident here, just
as it was in terms of S(q,ω): The GOS at higher q is pushed
upward by the contribution of the octupole-allowed w 1�u

resonance.
Our calculations strongly support this explanation as well,

as can be seen in Fig. 7(c). The comparison of TDLDA
and NIXS GOS decompositions shows excellent agreement,
especially in terms of q dependence, which is a straightforward
measure of electronic excitation structure. Considering that
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the calculations do not include vibrational effects, the overall
quantitative agreement is quite strong, especially for the w 1�u

feature. Note that the combination of EELS and TDLDA alone
would not settle the line-shape question definitively, since the
highest-q (∼5.3 a.u.) EELS GOS is far greater (∼5×) than that
of the NIXS and the TDLDA. This fact is evident in Fig. 6(b)
(inset) and in Fig. 2—there in terms of S(q,ω).

V. CONCLUSIONS AND FUTURE DIRECTIONS

In conclusion, we report a quantitative reinvestigation of
the nonresonant excitation of the lowest-energy excitations of
the N2 molecule, namely, those in the LBH band. NIXS
with the assuredly simple target-probe interaction is shown to
be an effective experimental comparison for time-dependent
density functional theory calculations on this important and
difficult molecular system. Specifically, in this case the
combination of NIXS and TDLDA was able to identify and
explain effects on the LBH generalized oscillator strength
caused by the influence of the unexpectedly important w 1�u

resonance. After correcting for this contribution, the a 1�g

generalized oscillator strength is in improved agreement
with previous theory. Our results show that the ALDA can
be appropriate for simulating bound transitions in small
molecules and future studies with the same framework, but
using more sophisticated exchange-correlation functionals
could also tackle, e.g., double excitations.

In this paper, we have exhibited a connection between
electronic structure theory and experiment that we feel has
great current utility and future promise. The NIXS/TDDFT

combination can be used as shown here to understand bound-
state electronic excitation structure for arbitrary molecular
systems. Furthermore, the coupling of high-resolution NIXS
and vibronically informed TDDFT holds great promise for
future studies of electronic and vibrational structure for a wide
variety of gas-phase materials.
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[20] K. Hämäläinen, S. Galambosi, J. A. Soininen, E. L. Shirley,
J. P. Rueff, and A. Shukla, Phys. Rev. B 65, 155111 (2002).

[21] M. H. Krisch, F. Sette, C. Masciovecchio, and R. Verbeni, Phys.
Rev. Lett. 78, 2843 (1997).

[22] M. Minzer et al., Rev. Sci. Instrum. 79, 086101 (2008).
[23] B. P. Xie, L. F. Zhu, K. Yang, B. Zhou, N. Hiraoka, Y. Q. Cai,

Y. Yao, C. Q. Wu, E. L. Wang, and D. L. Feng, Phys. Rev. A 82,
032501 (2010).

[24] K. P. Nagle, G. T. Seidler, E. L. Shirley, T. T. Fister, J. A. Bradley,
and F. C. Brown, Phys. Rev. B 80, 045105 (2009).

[25] T. T. Fister et al., J. Chem. Phys. 129, 044702 (2008).
[26] Y. Feng, J. A. Soininen, A. L. Ankudinov, J. O. Cross, G. T.

Seidler, A. T. Macrander, J. J. Rehr, and E. L. Shirley, Phys.
Rev. B 77, 165202 (2008).

[27] A. Sakko et al., Phys. Rev. B 81, 205317 (2010).
[28] T. Pylkkänen et al., J. Phys. Chem. B 114, 13076 (2010).
[29] J. A. Bradley, S. Sen Gupta, G. T. Seidler, K. T. Moore, M. W.

Haverkort, G. A. Sawatzky, S. D. Conradson, D. L. Clark, S. A.
Kozimor, and K. S. Boland, Phys. Rev. B 81, 193104 (2010).

022510-7

http://dx.doi.org/10.1103/PhysRevLett.105.053202
http://dx.doi.org/10.1103/PhysRevLett.105.053202
http://dx.doi.org/10.1021/ja074794u
http://dx.doi.org/10.1209/0295-5075/81/26004
http://dx.doi.org/10.1126/science.1089713
http://dx.doi.org/10.1038/nmat1511
http://dx.doi.org/10.1103/PhysRevLett.94.025502
http://dx.doi.org/10.1038/nmat1060
http://dx.doi.org/10.1103/PhysRevLett.95.165503
http://dx.doi.org/10.1103/PhysRevLett.95.165503
http://dx.doi.org/10.1021/jp074321protect $elax +$
http://dx.doi.org/10.1073/pnas.0802667105
http://dx.doi.org/10.1103/PhysRevLett.105.186404
http://dx.doi.org/10.1103/PhysRevB.72.035104
http://dx.doi.org/10.1103/PhysRevB.72.035104
http://dx.doi.org/10.1103/PhysRevB.81.085104
http://dx.doi.org/10.1103/PhysRevB.75.012201
http://dx.doi.org/10.1063/1.2774988
http://dx.doi.org/10.1103/RevModPhys.82.847
http://dx.doi.org/10.1088/0953-4075/44/2/025203
http://dx.doi.org/10.1103/PhysRevA.82.032501
http://dx.doi.org/10.1103/PhysRevA.82.032501
http://dx.doi.org/10.1103/PhysRevB.66.092107
http://dx.doi.org/10.1103/PhysRevB.66.092107
http://dx.doi.org/10.1103/PhysRevB.65.155111
http://dx.doi.org/10.1103/PhysRevLett.78.2843
http://dx.doi.org/10.1103/PhysRevLett.78.2843
http://dx.doi.org/10.1063/1.2964106
http://dx.doi.org/10.1103/PhysRevA.82.032501
http://dx.doi.org/10.1103/PhysRevA.82.032501
http://dx.doi.org/10.1103/PhysRevB.80.045105
http://dx.doi.org/10.1063/1.2949550
http://dx.doi.org/10.1103/PhysRevB.77.165202
http://dx.doi.org/10.1103/PhysRevB.77.165202
http://dx.doi.org/10.1103/PhysRevB.81.205317
http://dx.doi.org/10.1021/jp106479a
http://dx.doi.org/10.1103/PhysRevB.81.193104


J. A. BRADLEY et al. PHYSICAL REVIEW A 84, 022510 (2011)

[30] J. A. Bradley et al., J. Am. Chem. Soc. 132, 13914 (2010).
[31] J. M. Ajello and D. E. Shemansky, J. Geophys. Res. [Space

Phys.] 90, 9845 (1985).
[32] R. S. Barbieri and R. A. Bonham, Phys. Rev. A 45, 7929 (1992).
[33] M. J. Brunger and P. J. O. Teubner, Phys. Rev. A 41, 1413 (1990).
[34] D. C. Cartwright, A. Chutjian, S. Trajmar, and W. Williams,

Phys. Rev. A 16, 1013 (1977).
[35] S. Chung and C. C. Lin, Phys. Rev. A 6, 988 (1972).
[36] E. Fainelli et al., Nuovo Cimento Soc. Ital. Fis. D 9, 33 (1987).
[37] Y. Itikawa et al., J. Phys. Chem. Ref. Data 15, 985 (1986).
[38] M. A. Khakoo, P. V. Johnson, I. Ozkay, P. Yan, S. Trajmar, and

I. Kanik, Phys. Rev. A 71, 062703 (2005).
[39] E. N. Lassettre and M. E. Krasnow, J. Chem. Phys. 40, 1248

(1964).
[40] E. N. Lassettre et al., J. Chem. Phys. 42, 807 (1965).
[41] K. T. Leung, J. Electron Spectrosc. Relat. Phenom. 100, 237

(1999).
[42] N. Oda and T. Osawa, J. Phys. B 14, L563 (1981).
[43] A. Skerbele and E. N. Lassettr, J. Chem. Phys. 53, 3806

(1970).
[44] H. F. Wellenstein et al., Rev. Sci. Instrum. 46, 92 (1975).
[45] D. G. Wilden et al., J. Phys. B 12, 1579 (1979).
[46] T. C. Wong et al., J. Chem. Phys. 63, 1538 (1975).
[47] P. V. Johnson et al., J. Geophys. Res. [Space Phys.] 110, A11311

(2005).
[48] R. R. Meier et al., J. Geophys. Res. [Space Phys.] 85, 2177

(1980).
[49] D. J. Strickland et al., J. Geophys. Res. [Space Phys.] 104, 4251

(1999).

[50] T. Giannerini, I. Borges, and E. Hollauer, Phys. Rev. A 75,
012706 (2007).

[51] A. Szabo and N. S. Ostlund, Chem. Phys. Lett. 17, 163 (1972).
[52] G. G. B. de Souza and C. A. Lucas, ICPEAC Book of Abstracts

(1985).
[53] M. Inokuti, Rev. Mod. Phys. 43, 297 (1971).
[54] T. T. Fister et al., Rev. Sci. Instrum. 77, 063901 (2006).
[55] H. Sternemann et al., J. Synchrotron Radiat. 15, 162 (2008).
[56] R. H. J. Jansen et al., J. Phys. B 9, 185 (1976).
[57] M. A. L. Marques et al., Time-Dependent Density Functional

Theory (Springer-Verlag, Heidelberg, 2006).
[58] A. Castro et al., Phys. Status Solidi B 243, 2465 (2006).
[59] A. Sakko et al., J. Chem. Phys. 133, 174111 (2010).
[60] M. E. Casida, Recent Advances in Density Functional Methods,

Part I, edited by D. P. Chong (World Scientific, Singapore, 1995).
[61] K. Yabana and G. F. Bertsch, Phys. Rev. B 54, 4484 (1996).
[62] T. Nakatsukasa and K. Yabana, J. Chem. Phys. 114, 2550 (2001).
[63] Y. Imamura and H. Nakai, Int. J. Quantum Chem. 107, 23 (2007).
[64] D. C. Cartwright, S. Trajmar, A. Chutjian, and W. Williams,

Phys. Rev. A 16, 1041 (1977).
[65] J. A. Soininen, A. L. Ankudinov, and J. J. Rehr, Phys. Rev. B

72, 045136 (2005).
[66] M. W. Haverkort, A. Tanaka, L. H. Tjeng, and G. A. Sawatzky,

Phys. Rev. Lett. 99, 257401 (2007).
[67] J. A. Soininen et al., J. Phys.: Condens. Matter 18, 7327 (2006).
[68] A. Lofthus and P. H. Krupenie, J. Phys. Chem. Ref. Data 6, 113

(1977).
[69] A. Hesselmann and A. Görling, Phys. Rev. Lett. 102, 233003

(2009).

022510-8

http://dx.doi.org/10.1021/ja1040978
http://dx.doi.org/10.1029/JA090iA10p09845
http://dx.doi.org/10.1029/JA090iA10p09845
http://dx.doi.org/10.1103/PhysRevA.45.7929
http://dx.doi.org/10.1103/PhysRevA.41.1413
http://dx.doi.org/10.1103/PhysRevA.16.1013
http://dx.doi.org/10.1103/PhysRevA.6.988
http://dx.doi.org/10.1007/BF02453272
http://dx.doi.org/10.1063/1.555762
http://dx.doi.org/10.1103/PhysRevA.71.062703
http://dx.doi.org/10.1063/1.1725304
http://dx.doi.org/10.1063/1.1725304
http://dx.doi.org/10.1063/1.1696026
http://dx.doi.org/10.1016/S0368-2048(99)00049-3
http://dx.doi.org/10.1016/S0368-2048(99)00049-3
http://dx.doi.org/10.1088/0022-3700/14/17/006
http://dx.doi.org/10.1063/1.1673844
http://dx.doi.org/10.1063/1.1673844
http://dx.doi.org/10.1063/1.1134034
http://dx.doi.org/10.1088/0022-3700/12/9/010
http://dx.doi.org/10.1063/1.431475
http://dx.doi.org/10.1029/2005JA011295
http://dx.doi.org/10.1029/2005JA011295
http://dx.doi.org/10.1029/JA085iA05p02177
http://dx.doi.org/10.1029/JA085iA05p02177
http://dx.doi.org/10.1029/98JA02817
http://dx.doi.org/10.1029/98JA02817
http://dx.doi.org/10.1103/PhysRevA.75.012706
http://dx.doi.org/10.1103/PhysRevA.75.012706
http://dx.doi.org/10.1016/0009-2614(72)87044-1
http://dx.doi.org/10.1103/RevModPhys.43.297
http://dx.doi.org/10.1063/1.2204581
http://dx.doi.org/10.1107/S0909049508001696
http://dx.doi.org/10.1088/0022-3700/9/2/009
http://dx.doi.org/10.1002/pssb.200642067
http://dx.doi.org/10.1063/1.3503594
http://dx.doi.org/10.1103/PhysRevB.54.4484
http://dx.doi.org/10.1063/1.1338527
http://dx.doi.org/10.1002/qua.21025
http://dx.doi.org/10.1103/PhysRevA.16.1041
http://dx.doi.org/10.1103/PhysRevLett.99.257401
http://dx.doi.org/10.1088/0953-8984/18/31/025
http://dx.doi.org/10.1063/1.555546
http://dx.doi.org/10.1063/1.555546
http://dx.doi.org/10.1103/PhysRevLett.102.233003
http://dx.doi.org/10.1103/PhysRevLett.102.233003

